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Motivation Sampling DPPs

Diverse results are desirable in information retrieval and recommender systems
® Goal: For each user, draw a size-k sample from their DPP
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i 3 ® Our contribution: Making repeated, personalized k-DPP sampling efficient: f=M"Tph, F=H"M
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Musical comedy movies In theaters now
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e Standard dual algorithm Experlments
oo I R ® Pre-processing: Build dual kernel C = BB, O(ND?)
N 2 1 TICN . r AT ® Step 1: Personalize and eigendecompose, O(D3) Preprocessing: Sampling:
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® Step 2: Select a set E consisting of k of the eigenvectors, O(Dk); now marginal
probabilities of items are defined as follows:
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N movies total o .
At N = 1 million: standard sampling takes 4 secs; tree-based takes 0.01 secs

compute N marginals Cost: Memory required to store the tree
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Approximation

Goal: Select k << N movies to recommend to a user

f the distribution over items at a tree node is close

. Main idea:
b, W interest match score = b, b : : : ~~
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b; = w o b, (true probability) - (probability with early stopping)| < (1 + €)* - 1
Diagonal user matrix ~ Movie feature matrix Re-weighted movie feature matrix {1, 2, 3, 4} Idea: Use node-splitting stage of tree construction to increase uniformity
. Example: Find distinct items, seed left and right subtrees with these.
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